
Human Identification at a Distance: Challenges, Methods and Results
on HID 2023

Shiqi Yu1, Chenye Wang2, Yuwei Zhao3, Li Wang4, Ming Wang5,
Qing Li6, Wenlong Li7, Runsheng Wang8,Yongzhen Huang9,10,

Liang Wang11, Yasushi Makihara12, and Md Atiqur Rahman Ahad13

1Southern University of Science and Technology, China. 2Shandong University, China. 3Beihang University, China.
4Dalian Everyspry Sci&Tech, China. 5Beijing Jiaotong University, China. 6Harbin Institute of Technology, China.

7Xidian University, China. 8Huazhong University of Science and Technology, China. 9Beijing Normal University, China.
10Watrix Technology Limited Co. Ltd. 11Institute of Automation, Chinese Academy of Sciences, China.

12Osaka University, Japan. 13University of East London, UK.
https://hid2023.iapr-tc4.org/

Abstract

Human Identification at a Distance (HID) is an impor-
tant research area due to its importance (especially in bio-
metrics) and inherent challenges within this domain. To
mitigate some of the constraints, we have introduced the
HID challenge. This paper presents an overview of the
4th International Competition on Human Identification at
a Distance (HID 2023), which serves as a benchmark for
evaluating various methods in the field of human identifi-
cation at a distance. We have introduced a new dataset,
SUSTech-Competition, engulfing a cross-domain challenge.
This dataset has 859 subjects, having various variations of
clothing, carrying conditions, occlusions, and view angles.
With a substantial participation of 254 registered teams,
HID 2023 has attracted considerable attention and yielded
highly encouraging results. Notably, the top-performing
teams achieved significantly good accuracies. In this pa-
per, we provide an introduction to the competition, encom-
passing the dataset, experimental settings, and competition
organization, as well as an analysis of the results obtained
by the top teams. Additionally, we delve into the methodolo-
gies employed by these leading teams. The progress demon-
strated in this competition offers an optimistic outlook on
the advancements in gait recognition, highlighting its po-
tential for robust real applications.

1. Introduction

Human identification at a distance poses significant chal-
lenges, as most traditional biometric modalities are diffi-
cult to acquire under such circumstances. However, with

the increasing need for enhanced security measures, there
is a growing demand for reliable methods of human iden-
tification at a distance. Gait recognition has emerged as a
promising biometric modality for this purpose, as it can be
captured even when faces are obscured or too small to be
detected, making it valuable in scenarios where other bio-
metric features are unavailable. Due to the pandemic, where
facial masks are commonly worn in public, gait recognition
becomes even more relevant as it may be the only viable
biometric feature at a distance.

Gait recognition has witnessed significant advance-
ments, particularly with the advent of deep learning tech-
niques, since its inception in the late 1990s. Innova-
tive algorithms, such as GaitSet [2], GaitPart [5], and
GaitGL [10], have been developed, showing promising re-
sults. However, like many research areas in computer vi-
sion, the performance of gait recognition can be influenced
by various factors, and different experimental settings can
yield different outcomes. Real-world applications of gait
recognition often lead to a noticeable decrease in accuracy,
as highlighted in recent studies [20, 18]. For instance, ac-
cording to the results presented in [18], the rank-1 accuracy
on the challenging Gait3D dataset is only 53.20%, whereas
it can easily surpass 95% on indoor datasets like CASIA-
B [17]. These findings demonstrate that gait recognition
still has a long way to go before it can achieve the desired
accuracy and robustness in real-world scenarios.

To improve gait recognition research and enable fair
comparisons and evaluations in complex environments, the
International Competition on Human Identification at a Dis-
tance has been organized since 2020, with HID 2023 being
the fourth edition. The previous competitions have achieved
remarkable success, with consistent improvements in recog-
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Figure 1. The top 10 results of HID 2020, HID 2021 and HID
2022 [16]. The dataset for the 3 competitions is the same, CASIA-
E. The results of HID 2020 and HID 2021 have been calibrated
according to the same standard as HID 2022.

nition accuracy each year, as depicted in Figure 1. In HID
2022, the best accuracy reached 95.9%, even though the test
set was challenging. It appears that the accuracy on the
dataset has almost reached saturation. Therefore, in HID
2023, we introduced a new dataset, SUSTech-Competition,
instead of using a subset of CASIA-E. Additionally, the
training set was not provided, and participants were re-
quired to collect their own training data. This change in-
troduced a cross-domain challenge, making the competition
more demanding compared to previous editions. Our aim is
to encourage the research community to develop gait recog-
nition methods that are suitable for a wider range of ap-
plications. Despite the increased difficulty, participants in
HID 2023 demonstrated their exceptional capabilities and
achieved promising results.

The paper is structured as follows. In Section 2, we
provide an overview of the competition, including details
about the dataset, evaluation metric, fair competition orga-
nization, and statistical information. Section 3 presents the
results achieved by the top-performing teams, along with
descriptions of their methods. Some analyses are given in
Section 4. Finally, in Section 5, we conclude the paper.

2. The Competition
2.1. Dataset

Since the accuracy in the previous competition is ap-
proaching saturation, we have introduced a new dataset,
SUSTech-Competition, for HID 2023. The dataset was col-
lected during the summer of 2022, with the approval of
the Southern University of Science and Technology Insti-
tutional Review Board. It comprises 859 subjects and en-
compasses various variations, including clothing, carrying
conditions, and view angles, as depicted in Figure 2. To al-
leviate the participants’ data preprocessing burden, we pro-

vided human body silhouettes in the competition. These
silhouettes were obtained from the original videos using a
deep person detector and a segmentation model provided by
our sponsor, Watrix Technology.

Figure 2. Some RGB images from the dataset SUSTech-
Competition. Many variations are included in the dataset.

All silhouette images were resized to a fixed size of
128 × 128, as illustrated in Figure 3. We intentionally did
not manually remove low-quality silhouettes, as the pres-
ence of noise reflects real-world application scenarios and
adds to the challenge of the competition. This approach en-
sures that the competition provides a realistic simulation of
real applications.

Figure 3. Some silhouettes from the dataset SUSTech-
Competition.

Unlike the previous competition, we did not provide
a specific training set to participants. Instead, partici-
pants were given the freedom to use any dataset, such as
CASIA-B [17], OUMVLP [13], CASIA-E [12], GREW
[20], Gait3D [18], or their own datasets, to train their al-
gorithms. The cross-domain challenge was introduced to
encourage participants to consider this aspect for achiev-
ing optimal results. The gallery set consists of only one



sequence per subject, with the labels of the sequences pro-
vided to the participants. On the other hand, the probe set
contains five randomly selected sequences per subject. The
probe samples may exhibit variations in view, clothing, car-
rying conditions, and occlusions compared to the gallery
samples. These settings make the competition more chal-
lenging and align it more closely with real-world applica-
tions compared to the previous three editions.

2.2. Performance metric

The evaluation metric used in HID 2023, as in previous
competitions, is rank-1 accuracy, which provides a straight-
forward and easily implemented metric. It can be calculated
as follows:

Accuracy =
TP

N
(1)

where TP represents the number of true positives, and N
corresponds to the total number of probe samples.

2.3. Competition organization

The evaluation process for HID 2023 was designed to
be user-friendly, convenient, and secure against hacking at-
tempts. The following rules were established to meet these
requirements:

1. The competition consists of two phases. The first
phase runs from February 15 to April 5, 2023, with
only 10% of the test samples. The second phase takes
place from April 6 to April 15, 2023, and includes the
remaining 90% of the samples. The results obtained in
the second phase are considered final. The first phase
is 45 days long, while the second phase is significantly
shorter, with only 10 days. This design was imple-
mented to prevent sample label hacking.

2. To prevent the ID labels of the probe set from being
deduced through multiple submissions, each team is
limited to a maximum of 5 submissions per day during
the first phase and 2 submissions per day during the
second phase. Only one CodaLab ID is allowed per
team, and only registrations using institutional emails
(not public emails) are accepted.

3. The accuracy of the submissions is automatically eval-
uated on CodaLab, and the rankings are updated on
the scoreboard accordingly. This immediate feedback
ensures a user-friendly evaluation process.

4. The top teams on the final scoreboard are required to
submit their programs to the organizers. The submit-
ted programs are executed to reproduce their results,
and the reproduced results should align with those dis-
played on the CodaLab scoreboard.

A total of 323 registrations were received for HID 2023,
and registrations with public emails (e.g., Gmail) were re-
jected. Among the valid registrations, which amounted to
254, 159 teams submitted their results to CodaLab during
the second phase. The programs of the top teams were
carefully evaluated to verify the reproducibility of their re-
sults. After a thorough evaluation, the top 8 teams were se-
lected based on their performance. The methods employed
by these top teams will be discussed in the following sec-
tion.

3. Methodologies
The organizers extended an invitation to the top teams

to submit their source code for review. Out of the 8 teams,
all of them submitted their source code, while 7 teams also
provided detailed method descriptions. The technologies
utilized by these teams, along with their corresponding re-
sults, are summarized in Table 1. The subsequent part of
the section provides an in-depth exploration of the method-
ologies employed by each team.

3.1. Team: Terrance

Member: Chenye Wang (School of Math-
ematics and Statistics, Shandong University)
{201900810349@mail.sdu.edu.cn}
Method: In the proposed method, the GaitBase model from
OpenGait [4] is utilized as the training framework, with
ResNet18 serving as the backbone. To augment the data,
horizontal flipping and random erasing are employed. The
training datasets consist of the CAISA-E dataset [12] and
the high-quality CAISA-B* dataset [8]. The data prepro-
cessing pipeline comprises four steps. Firstly, silhouette se-
quences containing completely black or white images are
eliminated by examining the foreground region pixel ratios.
Secondly, the midpoints of the upper and lower body are
detected and then connected to rotate the image, aligning it
perpendicular to the x-axis. Thirdly, the alignment is per-
formed using the same technique as OpenGait. Finally, all
training silhouettes are resized to a fixed size of 128 × 128
pixels.

To enhance the model’s cross-domain capability, the
self-training mechanism is incorporated during the training
process [7]. Specifically, multiple pre-trained models are
employed for testing and identifying samples that meet cer-
tain conditions, such as high confidence, to be considered as
high-confidence samples. Then the predicted labels of these
high-confidence samples are utilized as pseudo-labels. The
two conditions are: (1) The dissimilarity score of the probe
and gallery is small, and (2) The dissimilarity score differ-
ence between rank-1 and rank-2 is large.

In the final stage of the method, the model underwent
fine-tuning using high-confidence samples and their cor-
responding pseudo-labels, which demonstrated significant



Table 1. The technologies used by the top 8 teams and their accuracies in HID 2023. GaitBase* indicates GaitBase model without residual
learning, and GaitBase*+ denotes GaitBase* model with Batch normalization layer (BN) on the last two layers.

Team rank 1 2 3 4 5 6 7 8
CodaLab ID Terrance fried-chicken league GRgroup Li qing cartes1us WBH Zekai

Data cleaning ✓ × × × × × × ✓
Data alignment ✓ ✓ ✓ ✓ ✓ × ✓ ✓

Data augmentation ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓
Query expansion × ✓ ✓ ✓ ✓ × ✓ ×

Re-ranking × ✓ ✓ ✓ ✓ × ✓ ×
Ensemble × ✓ ✓ ✓ × ✓ ✓ ✓

Training data
CASIA-E,
CASIA-B HID2022

Grew,
HID2022 CASIA-E HID2022

Gait3D,
HID2022 HID2022

Gait3D,
CASIA-E

Pseudo-labelling ✓ ✓ × × × × × ×

Architecture GaitBase [4] VideoResnet [14] DeepGaitV2-P3D [3]
GaitBase* [4],
GaitMask [9],
GaitGL [10]

GaitBase* [4]
GaitBase* [4],
GaitBase [4],

DeepGaitV2-P3D [3]

GaitBase* [4],
GaitBase*+ GaitBase [4]

GPU RTX3090*8 A100*4 RTX3090*2 V100*8 RTX2080*2 A6000*4 RTX3090*2 N/A
Accuracy(%) 80.8 75.5 73.0 64.5 61.6 58.3 57.4 57.1

cross-domain potential. To achieve this, the original train-
ing set is combined with high-confidence samples in a 2:8
ratio, and a new training set is created. By exclusively em-
ploying triplet loss to train the last two layers of the back-
bone, the model’s performance improved approximately by
8%. The results show that the self-training mechanism can
further enhance both the quality and quantity of pseudo-
labels, thereby leading to additional improvements in the
model’s performance.

The experimental settings were as follows: Eight
GeForce RTX 3090 GPUs were for training. The batch size
was set to 32 × 8. There were 65,000 iterations in the pre-
training stage and 8,000 iterations in the fine-tuning stage.
The remaining hyperparameters were mostly kept consis-
tent with those of the GaitBase model in OpenGait.

3.2. Team: fried-chicken

Supervisor: Annan Li (Beihang University)
{liannan@buaa.edu.cn}
Member: Yuwei Zhao (Beihang University)
{sy2206328@buaa.edu.cn}
Method: This method is built upon the OpenGait [4]
framework and encompasses 5 aspects: (1) 3D Model:
A 3D backbone is implemented using VideoResnet [14]
from torchvision, with the residual blocks structure set as
[1, 4, 4, 1]. (2) Data Augmentation: The default data aug-
mentation strategy from GaitBase is employed in OpenGait,
with the exception of adjusting the probability of horizon-
tal flip from 0.2 to 0.5. (3) Ensemble: By following the
method employed by team league in HID 2022 [16], two
models are trained and the second model is trained using
the flipped version of the entire sequences. To create an
ensemble, the average Euclidean distance is calculated be-
tween the embeddings of the two models. (4) Pseudo La-
bel: Initially, the model was trained using the training data
(500 people) from HID 2022 and then utilized this model
to generate pseudo labels for the testing data (504 people)
of HID 2022. All the data (1004 people) was utilized to

retrain the model. (5) Re-ranking: HID 2023 consists of
two distinct phases, with non-overlapping test data. It was
observed that re-ranking [19] during the first phase led to
a degradation in performance, while re-ranking during the
second phase resulted in performance gains. This insight
highlighted the significant impact of the number of test sam-
ples on re-ranking performance. To leverage the data from
the first phase fully, it was included for re-ranking even dur-
ing the second phase.

Due to the limited number of daily submissions, a thor-
ough ablation study could not be conducted. However,
it was roughly estimated that the performance gains from
the five aforementioned methods were approximately +6%,
+1%, +3%, +4%, and +1.5%, respectively.

3.3. Team: league

Member: Li Wang and Lichen Song (Dalian Everspry
Sci&Tech Co., Ltd.) {challenge@everspry.com}
Method: The employed model, DeepGaitV2-P3D, adopts
an ensemble approach utilizing two backbones. The back-
bones consist of a 10-layer ResNet and a 22-layer ResNet,
respectively. The structure of the 3D convolution module is
derived from the P3D [11] architecture. The overall model
architecture is inspired by DeepGaitV2 in [3]. Data aug-
mentation techniques employed include random perspective
transformation, random horizontal flipping, and random ro-
tation. To enhance the performance, features extracted from
both the original and flipped samples are fused, and the fea-
tures obtained from the 10-layer backbone are combined
with those from the 22-layer backbone.

Prior to training on the HID 2023 dataset, DeepGaitV2-
P3D is pre-trained on the GREW dataset [20]. Subse-
quently, it undergoes fine-tuning on the gallery set of the
HID 2023 test dataset and further fine-tuning on the HID
2022 dataset. Finally, the re-ranking strategy is employed
to refine the recognition accuracy.



3.4. Team: GRgroup

Supervisor: Shunli Zhang, Xiang Wei, Jiande Sun, and
Yang Yang.
Member: Ming Wang, Qianying Tang, Senmao
Tian, Junzhe Chen (Beijing Jiaotong University)
{21121736@bjtu.edu.cn}
Method: The overview of the proposed method is shown in
Figure 4. The CASIA-E [12] dataset was used for train-
ing. The method includes three parts: data augmenta-
tion, network design, and test strategies. For training, the
data augmentation includes a random horizontal flip and a
random rotation. Three different networks were trained:
baseline[4], GaitMask [9], and GaitGL [10]. For the test
phase, gait features were firstly extracted, and then QE
(Query Expansion) [15] and RK (re-Rank King) [19] were
employed to improve the retrieval accuracy. Finally, the
VM (Vote Mechanism) was used to improve recognition ac-
curacy. The results of the three models and their ensemble
are shown in Table 2. It shows that the ensemble can im-
prove the accuracy obviously.

Gait 
Sequences

Data 
Augmentation

Trained
ModelNetwork

Gait 
Sequences

Trained
Model1 QE & RK

Gait 
Sequences

Trained
Model2 QE & RK

Gait 
Sequences

Trained
Model3 QE & RK

VM Final
Result

Training

Test

Figure 4. The framework of Team GRgroup’s method.

Table 2. Rank-1 accuracy (%) of the Baseline, GaitMask, GaitGL,
and their ensemble respectively for Team GRgroup.

Model Accuracy
Baseline 60.1%
GaitMak 61.1%
GaitGL 62.5%

Ensemble 64.5%

3.5. Team: Li qing

Member: Qing Li and Xianqiang Yang (Harbin Institute of
Technology) {1190100228@stu.hit.edu.cn}
Method: The primary focus of the method lies in data pre-
processing and augmentation. The training dataset from
HID 2022 [16] was utilized. The data preprocessing steps
followed the same approach as OpenGait [4]. Given that
both the training and test datasets contained noise, the low-
quality data was not cleaned from the training set and in-

stead used all original images. The data augmentation pro-
cess involved random horizontal flipping and random angle
rotation. Additionally, the re-ranking technique was incor-
porated to enhance performance.

During the training phase, two Geforce RTX 2080 GPUs
were uesed. The input image width was standardized to 128
pixels. SGD was employed as the optimizer, with a base
learning rate of 0.1. The training batch size was set to [8,
4], and the total number of training iterations amounted to
120K. The optimizer scheduler gamma was 0.1, resulting in
a learning rate reduction at 20K, 40K, and 60K iterations.
Other settings remained consistent with the default config-
urations of the OpenGait baseline. Ultimately, the weights
from iteration 110K were chosen.

3.6. Team: cartes1us

Member: Wenlong Li, Likai Wang, Yuchao Zhong,
and Jingyu Zhang (Xidian University) {wenlongli, lkone,
yuchaozhong, jingyuzhang}@stu.xidian.edu.cn
Method: During the training phase, two backbones were
trained: the baseline model in OpenGait [4] and the pro-
posed GaitBase-P3D model. To create a stronger gait recog-
nition model through ensemble learning, distance normal-
ization techniques were integrated from these models. In-
spired by [3, 11], the 2D convolution in GaitBase [4] was re-
placed with Pseudo 3D convolution to construct the Pseudo
3D convolution ResNet-like backbone. The Pseudo 3D con-
volution offers reduced computational cost compared to the
standard 3D convolution. To eliminate the impact of di-
mension, the distance between a probe sample and a gallery
sample was normalized for each model. Then, gait recog-
nition is performed by computing a weighted sum of the
scores obtained from the two base models. The pipeline of
the ensemble learning approach is illustrated in Figure 5.

Figure 5. The pipeline of Ensemble Learning from Team
cartes1us.

The data augmentation probability for horizontal flip was
set to 0.5, while the details of rotation and perspective
transformation followed the approach in [4]. Techniques
such as data cleaning, data alignment, query expansion, and
re-ranking were not employed. The GaitBase-P3D struc-
ture and other training settings were similar to the 22-layer
DeepGaitV2-3D [3], with the number of basic feature map



channels set to 64. The overall experiment was built upon
the OpenGait framework, utilizing four NVIDIA A6000
GPUs. The experimental results are presented in Table 3.
Ensemble learning different modeling methods and training
data is more conducive to improving the performance of en-
semble learning.

Model Training data Input Accuracy
1 Baseline HID 2022 128×88 49.0%
2 GaitBase Gait3D training 64×44 50.7%
3 GaitBase-P3D Gait3D training 64×44 51.8%
4 GaitBase-P3D Gait3D all 64×44 54.7%

Ensemble(1,3) - - 56.2%
Ensemble(1,4) - - 58.3%

Table 3. Experimental results of Team cartes1us: Training
GaitBase-P3D with all data in the Gait3D dataset can improve gen-
eralization.

3.7. Team: WBH

Member: Runsheng Wang, Zongyi Li, Bohao Wei, He Li,
Jianbo Li, Hefei Ling, and Yuxuan Shi. (Huazhong Uni-
versity of Science and Technology) {wrsh, zongyili, xavid,
he li, m202273875, lhefei, shiyx}@hust.edu.cn

Method: For ensemble learning, two models were uti-
lized: Baseline and BNBaseline. The Baseline model is
from OpenGait [4], while BNBaseline is an extension of
the Baseline with the addition of Batch Normalization (BN)
layers. The integration of BN layers is motivated by their
empirical effectiveness in domain transfer tasks [1]. In the
approach, BN layers are applied to the last two layers of the
network. During training, the triplet loss and the classifica-
tion loss with BNNeck were employed, following the prac-
tices of most state-of-the-art methods. Additionally, two
data augmentation strategies, namely random rotation and
random erasing, were utilized.

To combine the outputs of Baseline and BNBaseline, a
weighted ensemble strategy was employed. This involved
assigning weights to the Euclidean distances computed us-
ing the features generated by the two models. Since BN-
Baseline outperforms Baseline, a higher weight was as-
signed to the former. Finally, the K-reciprocal re-ranking
strategy [19] to refine the retrieval results.

Ablation studies were conducted to demonstrate the ef-
fectiveness of various strategies. The results of these abla-
tion studies are presented in Table 4. The findings highlight
the efficacy of BN layers in the cross-domain gait recog-
nition task. Additionally, the weighted ensemble and re-
ranking strategies exhibit a significant performance boost,
as indicated by the noticeable improvements observed.
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Figure 6. The framework of team WBH’s solution: Two models,
Baseline and BNBaseline, were employed for ensemble learning.
(SepFC is separate fully connected layers, TP is temporal pooling,
and HP is horizontal pooling)

Table 4. Ablation study of different models and options by team
WBH.

Baseline BNBaseline Re-ranking Accuracy
✓ 49.3%

✓ 51.3%
✓ ✓ 51.7%

✓ ✓ 53.0%
✓ ✓ ✓ 57.4%

4. Analysis
According to Table 1 and the method descriptions pro-

vided by the top teams, several important technologies for
gait recognition can be identified. To evaluate the contribu-
tions of these technologies, some ablation experiments are
needed. Since the experiments were carried out by different
teams, fair ablation experiments are not easy to implement.
We just list the technologies here.

• Data cleaning: Only 2 out of the top 8 teams utilized
data cleaning techniques, in contrast to the 5 out of
10 teams that employed it in the previous competition.
Although noisy data may improve the generalization
capability of trained models, the absence of training
data in this cross-domain challenge may have influ-
enced the reduced usage of data cleaning methods.

• Data alignment: Data alignment, either in the spa-
tial or temporal domain, proved to be beneficial. 7 out
of the 8 top teams incorporated data alignment tech-
niques, while only 2 out of the top 10 teams in HID
2022 utilized it. Temporal domain alignment is par-
ticularly challenging to implement compared to spatial



domain alignment.

• Data augmentation: All top teams employed data
augmentation, which has become a standard prepro-
cessing step in deep learning tasks. Data augmentation
enriches the training samples and enhances the robust-
ness of trained models against various variations.

• Query expansion: Query expansion [6], a technique
that combines highly ranked samples from an original
query into an expanded query, was employed by 5 out
of the top 8 teams, compared to 4 out of the 10 teams
in the previous competition. Query expansion has been
shown to improve accuracy in gait recognition.

• Re-ranking: Similar to HID 2021 [15] and HID
2022x [16], almost all teams incorporated re-ranking
into their methodologies. Re-ranking, as described
in [19], significantly enhances accuracy. 6 out of the
top 8 teams employed re-ranking in their experiments,
although it introduces additional computational costs.

• Pseudo-labelling: Pseudo-labelling was utilized by
the top 2 teams. Team 1 (Terrance) achieved an ac-
curacy of 80.8% without re-ranking or ensemble learn-
ing, demonstrating a substantial lead over Team 2. The
top 2 teams employed pseudo-labelling, but there was
a difference in their implementations. Team 1 fine-
tuned the model using the probe samples in the test
set, while Team 2 did not. While some may argue the
fairness of using test data for model fine-tuning, it is
important to note that no labels were employed during
the fine-tuning process.

• Backbone model: The backbone models play a crucial
role in gait recognition as they are responsible for ex-
tracting discriminative features. In the competition, all
teams relied on well-tested models from the literature
or made modifications to existing models. None of the
teams proposed completely new backbone models for
the competition.

In HID 2023, the highest accuracy achieved was 80.0%,
whereas in HID 2022, it reached 95.9%. Upon analyz-
ing the datasets from both competitions, we have identified
three primary factors contributing to these differences. (1)
The first is the cross-domain challenge. It played a signif-
icant role. HID 2023 did not provide training data. The
training data that the participants used has different scenar-
ios from the test data. The gap also indicates that the current
state-of-the-art methods still have no good generalization
capability. This limitation highlights the need for further
improvements in achieving robustness across different do-
mains. (2) Secondly, there was an increase in the number of
subjects within the test set. In HID 2020-2022, the test set

comprised 505 subjects, whereas in HID 2023, it expanded
to 859 subjects. This increase in the number of subjects
inherently leads to a decrease in accuracy, even when utiliz-
ing the same methods. (3) HID 2023 introduced a greater
variety of human activities into the SUSTech-Competition
dataset. This diversification of activities makes the compe-
tition more challenging.

We believe these challenges have undoubtedly pushed
the boundaries of research and inspired further advance-
ments in the field.

5. Conclusion
Competitions serve as valuable indicators of progress,

and this particular competition highlights the effectiveness
of gait recognition in increasingly challenging scenarios.
Over the four competitions, gait recognition demonstrated
its potential as a reliable biometric modality. This compe-
tition has particularly stood out, reaching new heights of
achievement despite introducing a considerably more chal-
lenging setting compared to its predecessors. This remark-
able progress underscores the continuous improvement and
innovation within the field of gait recognition, setting a new
benchmark.
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